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Abstract
Just as vocalization proceeds in a continuous stream in speech, so too do movements of the 
hands, face, and body in sign languages. Here, we use motion-capture technology to distinguish 
lexical signs in sign language from other common types of expression in the signing stream. One 
type of expression is constructed action, the enactment of (aspects of) referents and events by 
(parts of) the body. Another is classifier constructions, the manual representation of analogue and 
gradient motions and locations simultaneously with specified referent morphemes. The term 
signing is commonly used for all of these, but we show that not all visual signals in sign languages 
are of the same type. In this study of Israeli Sign Language, we use motion capture to show that 
the motion of lexical signs differs significantly along several kinematic parameters from that of 
the two other modes of expression: constructed action and the classifier forms. In so doing, we 
show how motion-capture technology can help to define the universal linguistic category “word,” 
and to distinguish it from the expressive gestural elements that are commonly found across sign 
languages.
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1 Introduction

Until about 60 years ago, most people thought that sign languages consisted entirely of gestural 
hand motions and had little in common with spoken languages (e.g., Bloomfield, 1933). William 
Stokoe (1960) showed that this impression was mistaken. He demonstrated that signs in American 
Sign Language consist of contrastive sub-lexical units of handshapes, locations, and movements at 
a phonological level, just as spoken languages consist of meaningless phonemes—opening the 
gates to the study of sign languages as part of our natural linguistic endowment.

More recent work builds on Stokoe’s model, but many researchers now acknowledge that sign 
languages incorporate gestural elements, and that signed words (lexical signs) and sentences are 
interspersed with gestural elements. Lexical signs are at one pole of the signing stream, with very 
constrained contrastive phonological elements (see, for example, Brentari, 1998; Sandler, 1989, 
2012b). At the other pole is constructed action, in which the body or parts of it mimic real-word 
behavior of referents. Classifier constructions present a special challenge; they fall somewhere in 
between, as we demonstrate below. There is no precise spoken language equivalent of classifier 
constructions to guide us (Schembri, 2003), and their place in the typology of elements in the sign-
ing stream is still debated.

1.1 Signed word (lexical signs)

There is only one movement in the canonical sign language word (Coulter, 1982; Liddell & 
Johnson, 1989; Sandler, 1999; Wilbur, 1999). The movement can be simple or complex. The 
canonical phonological structure of sign language lexical words consists of a single handshape 
which moves from one location to another. Alternatively, the single movement can be produced 
hand-internally, by a change in finger positions or in orientations of the hand. These movements—
either in a path from one location to another (Figure 1(a)) or hand internal movement from one 
position to another—can be combined. But if they are, this combination must be simultaneous (as 
in Figure 1(b)), always resulting in a single syllable nucleus, simple (path only or internal only), or 
complex (a simultaneous combination; see Sandler, 1993).1 Importantly for this study, the path 
movement within a sign can be characterized by one of a very small number of features, typically 
(but not exclusively) [straight] or [curved] (Sandler, 1996), shown in Figure 1(c).

Lexical signs are described as highly stable, standardized in form and meaning, and frequently 
used in the language. In other words, the handshape, location, and movement of each lexical sign 
are conventionalised within each sign language community (Sandler, 2012b; Stokoe, 1960).2 In 
spontaneous signing, mouth movements can accompany signs, but they are typically not mimetic 

Figure 1.  Minimal pairs of words in Israeli Sign Language: (a) MOTHER, NOON, distinguished by 
handshape features; (b) SEND, TATTLE, distinguished by location features; and (c) ESCAPE, BETRAY, 
distinguished by movement features.
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of any referent in a discourse. Rather, they either result from mouthing the corresponding Hebrew 
words or represent conventionalized modifiers like adjectives or adverbs.3 Examples of mouthing 
Hebrew words are shown in Figure 2(a). The sign LION is produced in the neutral signing space 
in front of the body with both hands in a clawed shape, each moving forward in an alternating man-
ner. This LION4 sign is conventionalised across signers of Israeli Sign Language (ISL). The images 
in Figure 2 show mouth shapes corresponding to part of the corresponding Hebrew word (indicated 
here with boldface and underlining): LION: [arye], SHOCK (helem]), and FEMALE-PERSON 
([baXura]). In sum, lexical signs are unarguably taken to be linguistic units, specified in the sign 
language lexicon.

1.2 Constructed action

At the other pole lies overt Constructed Action, in which the signer enacts the behavior of a refer-
ent, so that each body part—head, face, hand/s, and torso—represents the corresponding body part 
of the referent (see Figure 3).

Constructed action corresponds to certain kinds of gestural phenomena in spoken languages, in 
which speakers sometimes mimic the facial expression or action of a referent in a narrative (Lillo-
Martin, 2012; Quinto-Pozos & Parrill, 2015; Schembri et al., 2005). The main difference is this: 
While spoken languages are primarily conveyed auditorily and gestural phenomena are mostly 
visual, so that separation of the linguistic and the gestural is more tractable, in sign languages, both 
types of communicative expression are conveyed visually by the body, and this has led to confu-
sion in the literature on sign language and on gesture (Sandler, 2022). Because there is a steady 
stream of visual information in sign languages, it becomes difficult to distinguish the linguistic 
from the gestural—but it is also imperative to do so, to understand the system. Here we show that 
motion capture provides an objective measure in this regard.

1.3 Classifier constructions

The sign language stream is enriched by yet a third type of expression—classifier constructions.5 
These constructions bear some similarity to lexical items, in that the hand is configured in one of a 
small set of lexically specified shapes. These shapes classify referents according to semantic class 

Figure 2.  Examples of three lexical signs from ISL retellings of a Charlie Chaplin video: (a) LION, (b) 
SHOCK, and (c) FEMALE-PERSON.
ISL: Israeli Sign Language.
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(e.g., human, small animal, and vehicle), size and shape (flat object; cylindrical object; and small, 
round object), or how the object is handled (handling a thick object; see McDonald, 1982; Schick, 
1987; Supalla, 1982; Zwitserlood, 2012). It is because of this classificatory function that these 
structures are called classifier constructions. Entity and part-entity classifiers are handshapes that 
represent or partly represent an entity (see Figure 4(a)). For handling classifiers, the configuration 
of the hand represents the manipulation of the object itself. Size and shape specifiers describe the 
shape of an object. In other words, the classification is based on three main categories: handshapes 
which represent objects, handshapes which represent handling of objects, and handshapes which 
represent visual-geometric characteristics of objects. In all types, the hand, configured as a classi-
fier, can move in different ways, denoting the motion of the referent. As we see in Figure 4, the 
body can sometimes enact the body of the referent directly, manifesting what Cormier et al. (2015) 
call reduced or subtle constructed action. It is generally accepted that the handshape classifiers are 
linguistic entities, listed in the mental lexicon, but the nature and extent of the motions they com-
bine with still require precise definition. We wish to find an objective method for determining 
whether linguistic handshapes are produced with movements that are explicitly gestural in the sign 
language modality. It is the nature and extent of these movements that we track instrumentally in 
this study.

Indeed, some spoken languages such as Cayuga (Mithun, 1986) have classifiers that are similar 
to the semantic classifiers of sign languages, and still others, like Digueño (Langdon, 1970), have 
size and shape classifiers. But the mere existence of such morphemes is where the similarity ends. 
Spoken language classifiers, in languages that have them, are typically affixes bound to words. 
Sign language classifiers are also bound morphemes that cannot occur alone, but, unlike spoken 
language classifiers, they combine with locations and movements that are not listed in the lexicon. 
The motion and location elements to which classifiers are bound cannot be listed in a lexicon 
because they are not conventionalized, but rather they are gradient and analogous to real-world 
motion.6

The handshapes themselves, then, are discrete and conventionalized, and they differ from sign 
language to sign language, so that they qualify as linguistic elements. However, the classifier hand-
shapes are produced with a range of movements and locations which represent real-world situa-
tions. These motions are not mimicry, like the real-world enactment performed in constructed 
action. Classifier constructions rather convey motion and location analogically in a scaled-down 
representation that corresponds to the size of the lexical classifier referents.

Figure 3.  Examples of overt constructed action: (a) “woman beckons the man while holding the cage 
door open”; (b) “man splashes water (from a container)”; and (c) “lion walks.”
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A sequence of classifier constructions in American Sign Language (ASL) from Supalla (1978) 
is shown in Figure 5(a) to (c). Each picture represents a classifier construction, in which each hand 
is configured as a classifier, but the single VEHICLE handshape classifier persists across proposi-
tions, to represent, “a car drives up a winding road, (the car) crosses over a bridge, and (the car) 
drives past a tree.” In the examples in Figure 5, the body of the signer is neutral, unlike the exam-
ples in Figure 4, in which the body manifests partial constructed action. Both Figures 4 and 5 are 
examples of classifier constructions. Chapters in Emmorey (2013) describe classifier constructions 
in different sign languages, and Zwitserlood (2012) provides an overview.

In his seminal book about gesture, McNeill (1992) distinguished linguistic from gestural ele-
ments in spoken language. According to McNeill (1992), linguistic elements are discrete, conven-
tionalized, and compositional with respect to other linguistic elements, while gestures are gradient, 
idiosyncratic, and do not enter into compositional expressions with one another. According to these 
criteria, signed words (lexical) are clearly linguistic, while constructed action is gestural. But what 
about classifier constructions, whose conventionalized handshapes are listed in the lexicon and 
differ from sign language to sign language? Figure 6 shows the handshape classifier for VEHICLE 
in American Sign Language (ASL) and in British Sign Language (BSL) (also a vehicle classifier 
in Israeli Sign Language).

Studies show that handshapes in classifier constructions constitute a linguistic category while 
motion and location might reflect influences from gesture (Schembri et al., 2005; Singleton et al., 
1993). This was further supported by perception and neuroimaging studies (Emmorey et al., 2003, 
2013). Sandler and Lillo-Martin (2006) adopt a similar view, pointing out that classifier construc-
tions with a single handshape classifier can span several intonational phrases, each corresponding 
to a proposition, as shown in Figure 5. They propose that the lexically specified handshapes are 
bound morphemes, which only combine with motions and locations post-lexically—outside of the 
lexicon—to form propositions. However, their account does not deal with the nature of the loca-
tions and movements.

Some researchers have claimed that gestural productions are less constrained in terms of size 
and use of space, compared with lexical productions (Cormier et al., 2012). Classifier construc-
tions and constructed action have been described in a similar way, as “highly variable” (Cormier 
et al., 2015), “more gestural,” (Cormier et al., 2012), and “less constrained in their movements” 

Figure 4.  Examples of classifier constructions, in which the hand or hands are classifiers for types of 
entities or objects in the world: (a) “man (cockily) walks up to lion” [hand = classifier for legs of a person]; 
(b) “lion roars” [hand = classifier for mouth of an animal, here, the lion]; and (c) “man lands with his legs 
crossed (looking pleased with himself)” [hands = classifiers for individual legs of a person].
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(Sandler & Lillo-Martin, 2006, p. 196; Zwitserlood, 2012). In contrast, when compared with ges-
tures by hearing individuals, lexical signs are smaller and more restricted in handshape (Schembri 
et al., 2005). They have been described through observation as “highly stable” (Brennan, 1992) 
with “fairly simple” movements (Jones, 2013). Yet, no study to date has provided any objective and 
quantifiable measures to support these claims.

How then can we determine whether the movements in classifier constructions are discrete 
linguistic elements, as Supalla proposed, or belong to a gestural component of language, as other 
researchers have surmised? In other words, we wish to determine where the gestural leaves off and 
the linguistic begins in sign language.

Using the objective measure of motion capture, we ask, “How does the motion of classifier 
constructions compare with the motion of lexical signs?”and “How does the motion of constructed 
action compare with each of these?” We know that classifier constructions have lexically specified 
handshapes, while constructed action has no lexical specification whatsoever. But we do not know 
whether the movement of the hands and body in the two more gestural modes of expression is simi-
lar or different to each other, or whether each can be distinguished from the movement in lexical 
signs. Since all three structures are commonly used in sign languages, objectively determining 
their kinematic properties is an important step toward understanding their form and distribution in 
these languages. In this way, we arrive at a better understanding of their behavior in the visual 
stream of motion that we see in sign languages and provide a more precise baseline for comparison 
of spoken and signed languages.

Figure 5.  Sequence of classifier constructions reprinted from Supalla (1978) with permission. A car (ASL 
VEHICLE classifier) drives up a winding road, crosses over a bridge (FLAT OBJECT classifier), drives past a 
tree (TALL OBJECT classifier).

Figure 6.  Example of a vehicle classifier in two sign languages: (a) ASL and (b) BSL.
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We see all three kinds of expression in Figure 7, a representation of Charlie Chaplin with (a) 
lexical sign, (b) a classifier construction, and (c) constructed action.

Other studies focus primarily on the hands, neglecting another crucial aspect of classifier con-
structions: the motion of the rest of the body and the face. Since the body is instrumental in convey-
ing both linguistic and non-linguistic structure (Sandler, 2012, 2018), it is essential to include the 
rest of the body and the face in any analysis.

In the conclusion, we discuss how our findings contribute to our understanding of linguistic and 
gestural properties of sign language, an important distinction for our understanding of the language 
capacity (Goldin-Meadow, 2003; Goldin-Meadow et al., 2012; Sandler, 2022).

2 The current study

We use motion-capture technology to track the motions of signers’ bodies7 as they produce the 
three different types of expression during a semi-spontaneous language task. We compare the 
motion of classifier constructions with that of lexical signs, which represent the fully linguistic 
words of sign languages. Furthermore, we compare the motion of classifier constructions with that 
of constructed action—arguably the most gestural elements in sign languages (e.g., Quinto-Pozos 
& Parrill, 2012), in the sense of McNeill (1992). Finally, we will discuss how our findings contrib-
ute to the understanding of linguistic and gestural properties of sign language, an important distinc-
tion for defining the language capacity (Goldin-Meadow, 2003; Goldin-Meadow et  al., 2012; 
Sandler, 2022).

2.1 Research questions and hypotheses

Until relatively recently, the ability to measure the motion of signs and gestures accurately and 
objectively has been restricted by limitations in technology. Measuring parameters such as sign 
size, for example, has relied on subjective measures or other methods (such as projecting a grid 
onto a signed video output, for example, Hill et al., 2009). In a recent review paper about gesture 
and sign language, Goldin-Meadow and Brentari (2017) state, “We have good methods for 

Figure 7.  An example from our narrative data of the representation of Charlie Chaplin through the 
use of a lexical sign, a classifier construction, and constructed action. Stimulus: Charlie Chaplin in a cage; 
(a) lexical sign, MAN; (b) classifier construction PERSON-moves-forward; and (c) constructed action “a 
person cockily rests his arm on a surface.”
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classifying and measuring handshape, but the techniques currently available for capturing motion 
are less well developed” (p. 16).

The introduction of motion-capture technology into sign language research was initially greeted 
with skepticism. Most of the early technologies involved wearing motion detector sensors or body 
markers such as gloves or sphere markers. This form of invasive measurement was in conflict with 
the classic methodologies in linguistics that try to reduce the signers’ anxieties in front of the cam-
era. Non-invasive technologies at the time used two-dimensional (2D) computer vision-based 
tracking via pattern matching and flow algorithms requiring stereo or other structure from motion 
algorithms to compute three-dimensional (3D) position. These methods were error-prone, tending 
to lose tracking and required careful calibration and synchronization. The launch of advanced tech-
nologies such as Kinect in 2010 (V1) and 2014 (V2), a non-invasive motion tracking device which 
uses infra-red to detect the body without the use of body markers, was a welcome relief for 
researchers (e.g., Namboodiripad et al., 2016). Many researchers have since adapted this technol-
ogy, originally used as a gaming device, for the measure of sign language (Sato et al., 2022) and 
gesture data (Namboodiripad et al., 2016). In this study, we draw on this technology to compare the 
kinematic parameters of the three types of signs that are of interest—lexical signs, classifier con-
structions, and constructed action.

3 Method

3.1 Grammar of the body

Several earlier studies point to the importance of attending specifically to parts of the body in 
understanding sign language structure (Dachkovsky et al., 2018; Meir et al., 2010; Sandler, 2012a, 
2018; Sandler et  al., 2011), investigating what Sandler (2018) calls the Grammar of the Body. 
Here, we look specifically at kinematic parameters and the contribution of different articulators in 
the production of different sign types.

3.2 Participants and task

Fifteen participants were recruited for this study. All participants are deaf native signers whose 
preferred language is Israeli Sign Language (ISL). Participants performed a series of tasks, one of 
which is analyzed as part of this study: the narrative retelling task. Participants were asked to watch 
two silent movie clips and to retell the stories to their interlocutor, another deaf ISL signer matched 
for age. The aim of the first retelling was to acquaint signers with the task procedure and to allow 
them to relax in front of the cameras. Only the narrative elicited from the second retelling was 
analyzed. The clip stimulus was the Lion’s Cage (3 min 23 s), excerpted from a black-and-white 
Charlie Chaplin movie, in which Chaplin finds himself trapped in a lion’s cage with a real lion. In 
his attempt to free himself, Chaplin interacts with several different characters and engages in a 
number of actions. To elicit a detailed narrative, signers were informed that their interlocutors 
would complete a comprehension task after their retelling which involved ordering five movie 
stills in chronological order of the events as they were described. To avoid issues related to mem-
ory, signers were first shown the whole clip from start to finish and then they were shown the clip 
in parts and asked to retell the story after they watched each part. The story was split into five parts 
(each clip segment lasted 37, 52, 45, 31, and 30 s respectively). After all the parts were retold and 
participants had fully internalized the story, they were asked to retell the whole story from start to 
finish. This final retelling was analyzed as part of this study. The motions of each signer were 
tracked using a Kinect motion tracking camera, described in Section 3.3. Two participants were 
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excluded from the analysis as the motion-capture data were unanalysable. Of the 13 participants 
remaining, there were seven females and six males (Mage = 47.5 years). Narrative retellings varied 
from 1 min 23 s to 4 min 27 s (M = 2 min 42 s). A total of 36 min 17 s were analyzed.

3.3 Kinect motion tracking technology

To track motions of the signers, a Kinect Version 2 (V2) motion tracking system was implemented. 
The Kinect V2 (Microsoft, 2018) is a portable 3D camera capable of recording depth information 
using Time of Flight technology (Foix et al., 2011; Hansard et al., 2013). The camera captures a 
video stream of 3D point clouds (often referred to as 2.5D images or depth images) in which every 
pixel value represents the distance from the camera. Figure 8 shows an example of one such cap-
tured frame in which the brighter the pixels, the greater the distance from the camera.

In addition, when a participant is recorded, the system supplies a skeleton representation of the 
participant computed per frame from the point cloud (Shotton et al., 2011). The skeleton data con-
tains 25 major skeleton joints of the human body, connected by line segments. Figure 9 shows the 
layout of the skeleton with the joints labeled. For every frame, the system outputs the 3D location 
of each of the 25 skeleton joints (a triplet x, y, z in meters, given in the camera’s frame of refer-
ence). In this study, the signers were positioned 2 m from the Kinect camera and were recorded 
while signing in a sitting position. Both an RGB image and the skeleton data were captured per 
frame. Figure 10 shows an example.8

We developed a specialized code to collect and analyze the acquired skeletons. The Kinect’s 
sampling rate is 30 frames per second. This sampling rate was achieved by using a strong laptop 
which supports all Kinect requirements. In addition, we used a recording platform developed in our 
lab which buffered the Kinect-recorded frames to allow for any delays in writing the recorded files 
onto the computer. Therefore, frames were never skipped due to writing or memory lags. Kinect 
resolution for the depth image is 512 × 424 pixels with field of view 60° × 70°. Depth range is 
between 0.5 and 4.5 m when the camera is placed 2 m from the subject well within range. To over-
come noise and jitter in the tracked skeleton joints, we considered both the confidence and the 
joint’s movement between frames. If the confidence of a point was below threshold or a large dif-
ference in interframe joint position was detected, then these points in these frames were removed 
(these missing points were not taken into account when computing the extracted features).

Figure 8.  A three-dimensional point cloud (depth image) captured by the Kinect V2.
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From the skeleton data, we extracted spatio-temporal features associated with the signing in our 
analysis. The full recording session was dissected into segments, consisting of a single sign or 
action. For each segment to be analyzed, a sequence of skeletons (frames) was captured. Various 
measurements were computed per skeleton frame and then combined to produce a set of measure-
ments representing the whole segment. Prior to computing the measurements, the skeletons were 
normalized to a standard size using the method in Weibel et al. (2016) to eliminate size effects. In 
the following, we briefly describe the collected measurements. For a skeleton joint p , we track its 
3D location per frame i: pi  = (xi, yi, zi) and compute the following measures across the N frames of 
the segment:

•• Duration (D)9—the time elapsed in seconds between the first and last frame in the sequence.
•• Distance covered (DW(p))—the distance in meters, traversed by the skeleton joint p during 

the sequence. It is computed by summing the distance between positions of the joint in con-
secutive frames.

•• Average speed (S(p))—computed as the Distance covered by p divided by the duration: 
duration. S p DW p D( ) ( ( )) /=

•• Variance (std squared—σ2(p)) of Location—the variance of the 3D position of the joint p 
across the sequence. The variance is computed by calculating the mean squared distance 
between the position in each frame to the average 3D position, across the sequence.

•• Volume (V(p))—the 3D volume of the space traversed by joint p during the sequence. It is 
computed by determining the volume of the convex bounding polygon of all 3D locations 
pi of the joint throughout the sequence.

Figure 9.  Skeleton of human subject consisting of 25 points.



Stamp et al.	 11

•• Mean distance from body plane (DB(p))—the distance of the skeleton joint from the body 
plane. The body plane is computed as the 2D plane spanned by the three skeleton joints, 
namely, shoulder-left, shoulder-right and spine-base (see Figure 9); the plane normal (Pl) is 
then given by

Pl
p p p p

p p p p
=

−( )× −( )
− −

6 0 8 0

6 0

2

8 0

2

.

The distance from joint p to the body plane is measured along the line perpendicular to the plane 
and passing through the joint (see Figure 11):

DB p p p Pl( ) = −( )°1

Results were analyzed using these measures collected for three joints of the skeleton: Head 
movement was analyzed using the head point; the hands were analyzed using the signer’s dominant 
hand (right or left); and the torso was analyzed using the spine-shoulder point at the top of the spine 
(see Figure 11).

3.4 Data coding

A total of 2,430 individual sign productions were parsed from the narratives and categorized into 
one of three sign types: lexical signs, classifier constructions, and constructed action, according to 
accepted criteria as described in Section 1. The first frame of each sign was determined based on 
the moment at which the target handshape and orientation occurred. In turn, the end of the sign was 
the last frame displaying the target sign handshape and orientation. The first author, a non-native 
hearing signer, together with a deaf native ISL signer, extracted all of the signs from the data. 
Fingerspellings,10 pointing signs, and any signs comprising less than two frames were removed 
(n = 98). To further validate the findings, we removed any results which were 2 std above or below 
the average for any parameter and articulator (n = 390).

Figure 10.  RGB image of signer (left) and the corresponding 3D skeleton (right).
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All recorded sequences were processed by our algorithm to calculate a set of motion-related 
measures. Specifically, the recorded 3D skeleton data collected by Kinect was analyzed, and the 
following kinematic parameters were computed: duration, distance covered, speed, position vari-
ance, volume, and mean distance from body plane (see Section 3.3).

3.5 Data analysis

We conducted six different linear mixed models for each dependent parameter separately to deter-
mine the discriminability between the groups. Separate analyses were also conducted for each 
articulator—the hand, the head, and the torso—and therefore in total 18 linear mixed models were 
performed. For each, group (LS, CC, and CA) was included as the fixed effect, with participants as 
random intercepts. One of the assumptions of the model is that the residual error is normally dis-
tributed. Since the model did not meet this assumption for some parameters, these were trans-
formed into a log-normal distribution. Post hoc tests, adjusted for multiple comparisons with 
Bonferroni corrections, were run to explain the differences between the groups.

4 Results

As part of our study, we were interested in the relationship between each kinematic parameter and 
group (i.e., lexical signs, classifier constructions, and constructed action). In other words, are lexi-
cal signs smaller in volume? Are examples of constructed action shorter in duration?

4.1 Statistical analyses

Table 1 shows the results of the statistical analyses of 18 separate linear mixed models. The F and p 
values indicate how well the model can discriminate across the groups for each parameter separately.

4.1.1 Hand.  We performed post hoc analyses to explain the differences, using Bonferroni adjust-
ment (due to multiple comparisons). The following results were found for the different motion 
features associated with the hand joint:

Wrist to body
plane distance

Figure 11.  Distance from skeleton joint to body plane, for example: wrist joint to body plane.
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•• Duration: Lexical signs are significantly shorter in duration than CL, t(2356) = 12.48, 
p < .0001, and CA, t(2356) = 16.19, p < .0001; however, CL and CA are not significantly 
different from one another.

•• Distance covered: Lexical signs are significantly shorter in distance covered than CL, 
t(2356) = 12.18, p < .0001, and CA, t(2356) = 13.80, p < .0001; however, CL and CA are not 
significantly different from one another.

•• Speed: Lexical signs are significantly faster than CL, t(2356) = 12.18, p < .0001; however, 
there was no significant difference between lexical signs and CA, and CL and CA.

•• Variance: Lexical signs are significantly smaller than CL, t(2356) = 5.4, p < .0001; lexical 
signs are significantly distinct from CA, t(2353) = –3.9, p = .0003, in which lexical signs are 
larger than CA, and CL is distinct from CA, in which CL is larger than CA, t(2356) = –7.58, 
p < .0001. CA > lexical > CL.

•• Volume: Lexical signs are significantly smaller than CL, t(2171) = 9.88, p < .0001, and CA, 
t(2171) = 11.94, p < .0001; however, CL and CA are not significantly different from one 
another.

•• Mean distance from body plane: Lexical signs are significantly closer than CL to the body, 
t(2353) = 6.23, p < .0001, and CA, t(2353) = 7.7, p < .0001; however, CL and CA are not 
significantly different from one another.

4.1.2 Head.  The following results were found for the different motion features associated with the 
head joint:

•• Duration: Lexical signs are significantly shorter than CL, t(2411) = 15.21, p < .0001, and 
CA, t(2411) = 20.89, p < .0001; however, CL and CA are not significantly different from one 
another.

•• Distance covered: Lexical signs are significantly shorter than CL, t(2411) = 16.09, p < .0001, 
and CA, t(2411) = 18.94, p < .0001; however, CL and CA are not significantly different from 
one another.

•• Speed: Lexical signs are significantly faster than CL, t(2411) = 8.19, p < .0001, and CA, 
t(2411) = 6.86, p < .0001; however, CL and CA are not significantly different from one 
another.

Table 1.  Group Effect Results.

Hand Head Torso

Duration F(2, 2353) = 170.63, 
p < .0001

F(2, 2411) = 273.05, 
p < .0001

F(2, 2411) = 273.05, 
p < .0001

Distance covered F(2, 2353) = 137.19, 
p < .0001

F(2, 2411) = 249.84, 
p < .001

F(2, 2411) = 211.73, 
p < .0001

Speed F(2, 2353) = 3.57, 
p = .0284

F(2, 2411) = 46.22, 
p < .0001

F(2, 2411) = 35.85, 
p < .0001

Variance F(2, 2353) = 28.82, 
p < .0001

F(2, 2411) = 227.57, 
p < .0001

F(2, 2411) = 205.89, 
p < .0001

Volume F(2, 2171) = 96.47, 
p < .0001

F(2, 2220) = 208.05, 
p < .0001

F(2, 2220) = 196.68, 
p < .0001

Mean distance from 
body plane

F(2, 2353) = 39.91, 
p < .0001

F(2, 2411) = 8.9, 
p = .0001

F(2, 2411) = 8.94, 
p < .0001
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•• Variance: Lexical signs are significantly smaller than CL, t(2411) = 14.69, p < .0001, and 
CA, t(2411) = 18.56, p < .0001; however, CL and CA are not significantly different from one 
another.

•• Volume: Lexical signs are significantly smaller than CL, t(2220) = 14.79, p < .0001, and CA, 
t(2220) = 17.40, p < .0001; however, CL and CA are not significantly different from one 
another.

•• Mean distance from body plane: Lexical signs are significantly closer than CL to the body, 
t(2411) = 2.43, p = .0461, and CA, t(2411) = 3.94, p = .0003; however, CL and CA are not 
significantly different from one another.

4.1.3 Torso.  The following results were found for the different motion features associated with the 
torso joint:

•• Duration: Lexical signs are significantly shorter than CL, t(2411) = 15.21, p < .0001, and 
CA, t(2411) = 20.89, p < .0001, and CL and CA are significantly different from one another, 
t(2411) = 2.89, p = .0118.

•• Distance covered: Lexical signs are significantly shorter than CL, t(2411) = 15.94 = 09, 
p < .0001, and CA, t(2411) = 17.21, p < .0001; however, CL and CA are not significantly 
different from one another.

•• Speed: Lexical signs are significantly faster than CL, t(2411) = 7.52, p < .0001, and CA, 
t(2411) = 5.59, p < .0001; however, CL and CA are not significantly different from one 
another.

•• Variance: Lexical signs are significantly smaller than CL, t(2411) = 14.22, p < .0001, and 
CA, t(2411) = 17.48, p < .0001; however, CL and CA are not significantly different from one 
another.

•• Volume: Lexical signs are significantly smaller than CL, t(2220) = 14.55, p < .0001, and CA, 
t(2220) = 16.78, p < .0001; however, CL and CA are not significantly different from one 
another.

•• Mean distance from body plane: Lexical signs are significantly closer than CL to the body, 
t(2411) = 2.63, p = .0254, and CA, t(2411) = 3.84, p = .0004; however, CL and CA are not 
significantly different from one another.

Overall, it was found that lexical signs for all articulators are shorter in duration and distance 
covered, faster in speed, smaller in variance and volume, and closer to the body, than classifier 
constructions and constructed action. From comparing the F values (see Table 1), we can see that 
duration and distance covered are two of the most important parameters for predicting group 
effects. Speed and mean distance from the body plane were the least important parameters. A sum-
mary of the results is presented in Table 2.

5 Discussion

Our findings reveal kinematic distinctions among all three categories: lexical signs, classifier con-
structions, and constructed action. First, lexical signs are significantly shorter in duration and dis-
tance covered, faster in speed, smaller in variance and volume, and closer to the body, compared 
with both classifier constructions and constructed action. Second, classifier constructions and con-
structed action pattern the same on these measures. In other words, though they differ in linguistic 
structure (the hands represent discrete morphemes in classifier constructions only), the classifier 
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constructions in our data are kinematically similar to constructed action. Differences are in the 
degree, so that constructed action is more extreme in our measures compared with classifier con-
structions. Finally, the hands are not the only reliable articulator for distinguishing lexical signs 
from both classifier constructions and constructed action; head and body show the same distinc-
tions. This finding has interesting implications for sign language structure and motion capture, as 
elaborated in the conclusion.

Several researchers have stressed the difficulties in defining different kinds of signing (e.g., 
Cormier et al., 2012, 2015; Lillo-Martin, 2012). This study provides some initial kinematic criteria 
which may be used in distinguishing lexical signs, classifier constructions, and constructed action: 
Six kinematic parameters differed consistently across sign types: duration, distance covered, speed, 
variance, volume, and mean distance from the body plane. Future studies may draw on these 
parameters to distinguish lexicalized signs from examples of classifier constructions and con-
structed action.

We found that the motions of classifier constructions pattern in a similar way to those of con-
structed action, and that these patterns reflect properties described as gestural in earlier literature, 
such as larger variance and volume (Cormier et al., 2012, 2015; Sandler & Lillo-Martin, 2006). In 
other words, classifier constructions and constructed action are longer in distance covered and 
duration, slower in speed, more variable and larger in size, and further from the body when com-
pared with lexical signs in our data set. Lexical signs, in contrast, are shorter in distance covered 
and duration, faster in speed, less variable and smaller in size, and closer to the body, providing 
objective support for claims in the literature that were based mainly on observation. On these 
measures, as noted, constructed action is more extreme than classifier constructions in our data, 
though not statistically distinct. We do not seek kinematic differences in handshape in the forms we 

Table 2.  Summary of Results Showing All Significant and Non-Significant Results (NS = Non-Significant) 
and the Difference Across the Three Categories: Lexical Signs, Classifier Constructions, and Constructed 
Action.

Articulator Lexical sign Classifier construction Constructed action

Duration Hand Shorter Longer
Head Shorter Longer
Torso Shorter Longer

Distance covered Hand Shorter Longer
Head Shorter Longer
Torso Shorter Longer

Speed Hand Faster Slower NS
Head Fastest Slowest
Torso Fastest Slowest

Variance Hand Smaller Largest Smallest
Head Smallest Largest
Torso Smallest Largest

Volume Hand Smallest Larger
Head Smaller Larger
Torso Smaller Larger

Mean distance from 
body plane

Hand Closest Furthest
Head Closest Furthest
Torso Closest Furthest



16	 Language and Speech 00(0)

studied. Linguistic analyses distinguish them, showing that classifier handshapes are discrete and 
lexically listed, as opposed to handshapes in constructed action, which vary analogically according 
to the action conveyed. This supports previous claims that the movement parameter in classifier 
constructions should be analyzed as gestural in nature (Schembri et al., 2005).

The data set combined multiple different examples of lexical signs, classifier constructions, and 
constructed action; however, we see similar patterns when we compare the lexical sign LION with 
the classifier construction depicting the lion’s jaw to the constructed action rendition of a lion walk-
ing (see Figure 12), the closest equivalent in terms of conceptual similarity. Figure 12(a) shows the 
lexical sign for “lion” which has evolved from an iconic representation of the lion’s paws, Figure 
12(b) is the constructed action of the lion walking, in which the signer’s hands represent the lion’s 
paws, and in Figure 12(c) the signer uses a classifier to depict the jaws of the lion. In the constructed 
action and the classifier construction, the signer is fully enacting the lion, displacing the head and 
torso, in different ways (see Figure 12(b) and (c)), and adopting mimetic facial expressions. In con-
trast, we see that the lexical sign (Figure 12(a)) is produced in the neutral signing space with a 
neutral facial expression and relaxed and upright head and body position. The shape of the hands 
may be iconically motivated—the paws of the lion—but they are lexically specified together with 
the location and movement to mean “lion.” As aforementioned, the mouth shape in 12a is not 
mimetic, as it is in (b) and (c), but rather shows the mouthing for the Hebrew word meaning lion, 
[arye], accompanying the lexical sign. The mouth shapes in (b) and (c) represent the mouth of the 
lion, and the rest of the body articulators are similarly recruited to enact the lion walking. A descrip-
tive analysis of these three examples (including 87 lexical signs meaning “lion,” 30 examples of 
constructed action of a lion, and 22 examples depicting a lion using a classifier construction) reveals 
the same pattern kinematically—the lexical sign for “lion” is systematically shorter, smaller, and 
faster than the examples of constructed action and classifier constructions.

Examples shown above in Figure 4 and repeated for convenience in Figure 1311 indicate that 
classifier constructions are often simultaneously accompanied by partial constructed action: 
mimetic action of the face and head. This finding suggests that other forms of constructed action 
(see footnote 15), combine simultaneously with classifier constructions on the hands. This simul-
taneous use of handshape classifiers and partial constructed action on other parts of the body is a 
common phenomenon in sign languages (Dudis, 2004; Quinto-Pozos & Parrill, 2012). 

Figure 12.  Example of the lexical sign for “lion” shown in (a) along with two examples of constructed 
action in (b) and (c): (a) Lexical sign, LION; (b) constructed action, “lion walks”; and (c) classifier 
construction, “lion opens his jaw wide.”
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Three subtypes of constructed action (overt, reduced, and subtle) were compared by Jantunen and 
colleagues (2020) using motion-capture technology. Overt constructed action, in which the signer 
is fully in character role and their articulators reflect the actions of the character in a direct way, is 
comparable with the examples of overt constructed action in this study (see Figure 12(b)). In 
reduced constructed action, the signer takes on the role of character and narrator, and in contrast, 
in subtle constructed action, there is minimal character perspective and fewer articulators involved 
in enacting. Using the Qualisys Motion Tracking system, they found that the head and the torso 
move faster and over a larger area in reduced and overt constructed action than in subtle con-
structed action or regular narration. Assuming that regular narration in their study is comparable 
with lexical signs in this study, the results are very similar. Because their findings show distinct 
differences only between the extremes (between regular narration and reduced/overt constructed 
action, and subtle constructed action and overt constructed action), they concluded that a three-way 
distinction for constructed action is not supported (Jantunen et al., 2020).

Although the findings reveal some interesting and quantifiable differences between sign types, 
there are a number of limitations to this study. The use of the Kinect motion capture provides 
objective and quantitative data and facilitates acquisition of quantitative measures; however, it is a 
specialized depth camera and not as ubiquitous as the standard RGB video camera. New technol-
ogy can now provide 3D tracking information from 2D videos (e.g., OpenPose, Cao et al., 2019; 
Mediapipe, Lugaresi et al., 2019), thus implying that tracking technology may revert back to 2D 
video captures. Although tracking is found to be very good in the image plane, depth information 
and accuracy is still lacking using these technologies. It is questionable, and open to further study, 
whether depth information is indeed necessary for sign language analysis or whether 2D tracking 
(with loss of depth) can suffice.

6 Conclusion

To the naïve observer, signing seems to be a constant stream of movement. From a purely linguistic 
point of view, some of these movements are part of the lexical description of the signed words, and 
some are conventionalized prosodic signals. But it is now widely acknowledged that there are also 

Figure 13.  Three examples of a classifier construction on the hands accompanied by constructed action 
with the face, head, and/or torso (same as Figure 4): (a) “man (cockily) walks up to lion” [hands = classifiers 
for legs of a person]; (b) “lion roars” [hand = classifier for mouth of an animal, here, the lion]; and (c) 
“man lands with his legs crossed (looking pleased with himself)” [hands = classifiers for individual legs of a 
person].
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gestural elements in signing (Liddell, 2003; Müller, 2018; Perniss et al., 2015), and our study uses a 
novel approach that allows for gestural influence in distinguishing and characterizing the types of 
movement that we observe. With a special focus on constructions that are only partially linguistic, 
classifier constructions, we ask whether their movements pattern like those of linguistic sign words 
or similar to the fully gestural movements of pantomime-like constructed action.

By using motion-capture technology to compare the motion of classifier constructions with that 
of lexical signs and with constructed action, we find the answer: The motion of classifier construc-
tions patterns similar to overt examples of constructed action, and unlike the motion of lexical 
signs. Lexical signs are shorter in duration and distance, faster, smaller in variance and volume, 
and closer to the body compared with examples of classifier constructions and constructed actions. 
This is the case even though lexical signs participate in sentences that involve a fair amount of 
conventionalized bodily motion (Sandler, 2018), but that conventionalized motion is found here to 
be much more rule-governed and constrained.

The findings from this study provide a useful foundation for future studies incorporating 
motion-capture technology into research on sign language and gesture. They also have significant 
implications for sign language linguistics. We adopt the noncontroversial insight that overt con-
structed action, also referred to as enactment and pantomime, is gestural rather than linguistically 
structured. The fact that the motion of classifier constructions patterns similarly shows that this 
aspect of the construction is also gestural in nature, providing objective and quantified instrumen-
tal support for observational claims that appear in the literature. In this way, we confirm that the 
word is identifiable as a universal construct in all languages, regardless of the physical channel in 
which they are conveyed. This finding is the first to provide instrumental support for other studies 
which make the claim that classifier constructions are gestural in nature (e.g., Schembri et  al., 
2005). The identification of classifier constructions as gestural has important ramifications for 
other areas of sign language linguistics, including understanding the mental lexicon, the gradience 
of classifier construction production, and acquisition of classifier constructions.

Our findings about hybrid classifier constructions underscore a property of sign languages 
that we consider fascinating and unique to these languages: The visual and bodily nature of 
expression in sign languages unifies linguistic and gestural elements in a way that spoken lan-
guages cannot. They reveal, as only sign languages can, the flexibility and richness of our capac-
ity for language.
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Notes

  1.	 For detailed phonological models, see Brentari (1998), Liddell and Johnson (1989), Perlmutter (1992), 
and Sandler (1989, 2010).

https://orcid.org/0000-0002-1993-559X


Stamp et al.	 19

  2.	 Battison (1978) demonstrated that orientation of the hand can be contrastive, adding orientation as 
parameter. However, its status as a separate major category has been challenged by evidence that ori-
entation is dependent on other major category features (Crasborn & van der kooji, 1997; Sandler, 1987, 
1989; Sandler & Lillo-Martin, 2006).

  3.	 The mouth can also manifest iconic gestures for concepts like “narrow” and “round” (Sandler, 2009).
  4.	 Lexical signs are presented with English glosses shown in capital letters. The gloss represents the near-

est equivalent English word for the sign meaning. For example, the gloss LION refers to a specific sign 
which represents the concept of a “lion.”

  5.	 The term “classifier” was first introduced into the description of sign languages by Frishberg (1975), 
but these forms have gone by a number of different names in the sign language literature: classifier con-
structions, verbs of motion and location, verbal predicates, lexical verbs, noun incorporation, classifier 
predicates, and depicting verbs (Liddell, 2003; Sandler & Lillo-Martin, 2006; Schick, 1987; Supalla, 
1982; Zwitserlood, 2012).

  6.	 In his original treatment of classifiers in American Sign Language (Supalla, 1982, 1986), Ted Supalla 
argued that locations and motions are indeed linguistic elements. Most subsequent work following from 
his seminal analysis departs from this view.

  7.	 In this study, we do not track facial expression, which, though certainly important in distinguishing 
the types of structures we are interested in (Baker-Shenk, 1983; Dachkovsky, 2018), requires different 
technology.

  8.	 Sometimes, Kinect experiences jitter (noise) at skeleton joints measured as std is between 0.5 and 2 cm 
(see, for example, Tölgyessy et al., 2021); however, the higher jitter is at the lower limbs (knees and 
ankles) and at larger distances from the camera. In this study, our signers sat at about 2 m from the camera 
and only the joints of the upper part of the body were considered and, therefore, the jitter was in the low 
range of the noise spectrum.

  9.	 Duration and distance covered were both found to be important indicators of sign type. There is a rela-
tionship between these parameters: When the duration is longer, there is a higher chance that the distance 
covered will be longer. The same is true for sign variance and volume. Despite the strong relationship 
between these two motion measures, it is possible for one to be independent of the other.

10.	 Fingerspelling is a non-native part of the sign language lexicon which is borrowed from the surround-
ing spoken language. Fingerspellings are handshapes which represent each individual letter of a spelled 
word in the ambient spoken language. For example, the name “Yael” is fingerspelled in ISL with each 
individual letter in the Hebrew alphabet represented by a different handshape.

11.	 Since we coded overt constructed action only if all articulators were re-enacting the actions of the refer-
ent, none of the examples shown in Figure 13 are interpreted as overt constructed action in our study.
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